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Abstract — Multiplayer, real-time games have become a huge commercial service. Because of this success, the need exists for a more efficient and reliable game server solution. Such games are a kind of soft real-time systems because a game server has to respond to requests from many clients, compute the action of a non-player character (NPC), and filter the data from each client within specified time constraints. Some client and server tasks are periodic and some are not. To meet these timing constraints, we propose a task scheduling policy. Our solution includes two approaches: (1) the STU segment queue approach to convert sporadic events from game clients into serialized periodic event groups; and (2) the spatial domain approach to reduce queuing delay caused by the network outgoing event queue. To implement our solution on the JAVA framework with the non-real-time JAVA virtual machine, we propose a new client/server architecture for a scalable game server that in addition, will reduce the frequency of garbage collection by reusing server resources.

Index Terms — Real-time game server, Segment queue, Spatial domain, Garbage collection.

I. INTRODUCTION

Multiplayer games with their associated online, real-time requirements for information must have assurance that the game actions are delivered within the real-time constraints established by the play. Delay in this data can make the game no longer playable. Thus, multiplayer, real-time games have strict demands on the underlying network and require a low latency connection in order to meet the quality of service (QoS) constraints. There can be some delay tolerance in this environment, but overall system performance is still mandatory [1].

The architecture of such games is similar to other client/server architectures using UDP networks such as required by video/audio streaming architectures. UDP with timestamps [2] can be a useful way to implement a reliable server. Such an example is available in [3]. These stand-alone simulators can be connected to each other and controlled through unpredictable user events operating under a centralized server application. Other applications of such solutions could be for controlling multiple, physical devices having sensors operating over a networked environment such as a networked robot [4]. Such games also require tasks:

1. arriving from the player to be organized and executed by priority to best maintain a QoS;
2. to be executed with a specific scheduling policy;
3. that are periodic or sporadic to update the game world, filter client data, and respond to timed actions;
4. to be abandoned when there is insufficient execution time available.

The game server described has been implemented using JAVA [5] because of its hardware and operating system independence. Other advantages from Java include server expansion and migration to other systems, since it is easy to integrate many server side technologies such as web services, web applications, enterprise applications, and management and security protocols. In the server side application, servers based upon the JAVA platform are at least as fast as other C or C++ based servers since the release of the JAVA Development Kit (JDK) 1.4. We use the New Input/Output (NIO) package including the non-blocking I/O technology to achieve this required speed. With NIO [6], JAVA applications can access the main memory directly providing a fast execution. Also, if we want to use the library implemented by C or C++ such as ‘lib’ or ‘dll’, the JAVA Native Interface (JNI) provides a solution.

II. CONSIDERATION FOR REAL-TIME MULTIPLAYER GAME

A game client application is multifaceted including: 1) behaviors predefined by developer; 2) a virtual game world that players interact with; and 3) events caused by players’ actions. Such actions cause the application to gather events from all clients, recalculate the game circumstance, and then send the updated information of the virtual world to all participants. Developers also make decisions about: 1) the maximal number of connected clients per server; and 2) how many servers can be managed; and the minimum network bandwidth required to play the game.

Since the player input is random and there are other non-player characters (NPC) that should be managed, the game...
server has a plethora of tasks to manage and schedule. Among them, the first step is to classify queued tasks by their properties. User actions are usually handled as sporadic tasks with deadlines due to their randomness. Conversely, events updating the game world can be periodic tasks. For example, NPC actions might be sporadic tasks or periodic tasks with deadlines because spawning a NPC is periodic but NPC actions are sporadic.

A. Service Time Unit

We define a Service Time Unit (STU) as the shortest time interval needed to update the game world and process the accumulated requests from clients and all NPC actions. The server broadcasts updated events to all clients, or multicasts to selected clients, waiting for responses, not affecting other players. In addition, for a fluid game experience, a game server has to create an illusion that there is no time lag while playing. For example, a First Person Shooting (FPS) game [7],[8], the server updates the game world every 30 to 40 ms. Figure 1 shows a simple schedule for one STU containing various kinds of tasks.

Depending on the current game situation, the number of tasks and computation time during one STU will be altered. If most of the players are scattered in the game world and only few avatars (the virtual representations of participating users) are visible to each other, then few interactions have to be processed within one STU. Otherwise, more operations have to be calculated if each client and server initiates an event at the same time. This can be expressed by the inequality:

$$[C_m + C_n + C_l + T_c(m+n+l)] \leq t \cdot STU$$

where $m$ is the update number for the game world, $n$ the number of actions from clients, and $l$ the number of NPC actions, $C_k$ is computation time for $k$, $T_c$ is context switching time, $t$ is $t_0$, STU and every event has the same deadline as $t \cdot STU$.

We also assume that all server side actions have higher priority than a client’s event. A game server’s action is critical because missing the deadline at the server side application may affect all game participants; therefore, we need to guarantee that all clients receive server actions within the deadline. Otherwise, if a client’s action or request misses the one STU time, the server would abandon its processing because we cannot guarantee the order of the packets if UDP is used.

B. Recovering from Congested Game Processing

When a task misses its deadline, we must abandon this task to avoid a situation of congested game processing. Therefore, we need to define the policy to choose tasks to be abandoned. We define the ignore point as the time after which a game server does not execute the task having a deadline, $t \cdot STU$, as: $t \cdot STU = (C_n + T_c)$. Because there may be packet fragments in the network buffer, we must consider the packet fragmentation of the client’s action to determine the actual ignore point.

C. Reducing Garbage Collection Frequency

One of the consequences of a very busy dynamic system is that it creates many new objects with short lifetime. A heavily loaded system (20K ~ 100K message/sec) can spend as much as 30 seconds with all the application threads suspended while full garbage collection or minor garbage collection executes. This is detrimental to a high performance system [8].

Garbage collection is impossible to predict, and it will occur because there are many instances that are not directly initiated by a developer who uses external components such as a database connection, an XML parser, etc. In order to reduce the likelihood of garbage collection, we should not create a brand new thread which is not predefined. If we can use a finite number of threads, the server could reuse a thread already created. Our game server uses the thread pool to handle all game clients that are connected to the game server. We will show the results of this implementation strategy when we consider the simulation of the game server.

III. CLIENT/SERVER ARCHITECTURE FOR REAL-TIME MULTIPLAYER GAME

Fig. 2 shows the architecture proposed for the environment supporting a large number of players with the task segment that can use conventional scheduling policies.
the game world status such as the item inventory, game world objects, game records, and so on. We assume that game clients are using a broadband Internet connection (at least ISDN). The server clusters are grouped within the gigabit Ethernet environment as shown in Fig. 2.

Fig. 3 illustrates the modules in the game server. The events from clients are accumulated into the incoming event queue before determining any abandoned task. To check the deadline and abandon the task, the deadline checking module compares the deadline and current STU clock, and if appropriate assigns the task to the correct STU segment which is not in the critical section. Each STU segment cannot be interrupted by another STU segment while currently running in the critical section.

B. STU Segment Queue Approach

Since this system is an unpredictable event driven system, it is also very hard to schedule events using conventional scheduling techniques such as the earliest deadline first (EDF) or the least laxity first (LLF). Therefore we convert those sporadic events into the periodic events to apply conventional scheduling policies. To achieve this objective in the server, we propose a new approach: the STU segment queue approach. If the event would not violate the deadline, the action for this event could be assigned with a deadline to the appropriate STU segment which is an instance of the server STU clock. Also the appropriate STU segment must have available time periods for storing it. For example, if there are no available time periods to execute the event handlers within the certain STU segment, the event may be abandoned, even if it has a valid deadline under the current STU clock. We need to mention that the STU segment, which is currently inside of the critical section, cannot be considered for accepting a new event from the incoming event queue. The most important advantage of the STU segment queue approach is that segments located in the queue can be scheduled using conventional scheduling policies for periodic tasks because we can assume each STU segment as one task, and then we can calculate the worst case computation time for each segment. This approach also allows us to monitor current server status and predict the next status.

C. Event Handler

Each STU segment can be processed by a thread containing event handlers for each event. First, the event handler management module parses the event packet and calls a pertinent event handler. After this the thread pool management module picks an available thread from the thread pool. If there is no available thread, the STU segment must wait for the previous job to finish under control of the currently running thread. The picked thread can be the event handler to update the game world, interact with other clients, and update the database game server with the final result queued to the outgoing event queue. To assign the execution priority for each event handler, the game server must have a
constant computation time for each event handler to use conventional scheduling policies.

D. Spatial Domain Approach

To respond on time with the updated result by the server, the server should decrease the number of result packets to be sent since a queuing delay may engender missing a deadline. The game server is responsible to notify updates of the game world to all clients participating in the game. However, we consider a network environment as a set of strictly limited resources such as a network bandwidth, throughput, latency, and so on. In a view of the real-time requirement, these limited resource problems might impact the execution of events within a specific deadline from the server. To overcome the limited network resource problem, we propose the spatial domain approach to select destination game clients. The idea is this, when one player wants to update status, the client application must determine whether the event directly affects other players or the game world. If one player’s action directly affects another player, we can assume that this event is applied to players who are located in the spatial domain of a source game client in the game world. The conventional solution is to notify all players, but this wastes resources, since a player may not be participating in the local view of the change. The spatial domain must be larger than a screen resolution which can be shown to game players as we can see in Fig. 4.

![Fig. 4. Spatial domain for selective multicast](image)

The maximum distance of the sight domain is a constant value which can be determined as a radius of the sight circle. To avoid additional calculations by the game server, each client maintains the location data of all other players within the sight circle to calculate the distances between them. When sending the event to the game server, the game client application also attaches the game client’s identifications with the events. After receiving the events from the clients, the server simply multicasts the events to selective clients registered at the server. A primary benefit of this approach is that we can efficiently use network bandwidth for the game server because the server does not need to broadcast the updated events to all clients. In other words, the server would have more concurrent user capacity because our approach also uses the non-blocking I/O enabling all clients to register on the channel using the outgoing event queue. Managing the outgoing event queue to avoid missing a deadline in the server is critical.

E. Outgoing Event Queue

Every event must be stored into the outgoing event queue before responding to an event from the game server to the game clients. The server has the STU clock to send or receive the events periodically, and to monitor the outgoing event queue, we use the monitoring module. This module will measure the current use of the outgoing event queue and force a developer to determine the optimal buffer size for their real-time game. If the outgoing event queue overflows from the game data being sent to the game clients, the developers must alter the queue size or revise the packet to reduce its length.

F. Client Module

We also note that the client application should have the same architecture as the server application minus the STU segment queue. The processing is almost identical except the deadline module filters the events that miss the deadline prior to assigning a thread from the pool based upon the deadline data contained in the packet. After assigning the thread, the event handler updates the game world to display the various movements from all relevant players or the game server.

IV. EXPERIMENTAL RESULTS

In order to measure the efficacy of our design, we use a non-blocking I/O mode and the thread pool, and then we measured the garbage collection frequency, and tested with various numbers of predefined threads in the thread pool; and lastly, we tested the outgoing event queue using the broadcasting and our multicasting method. The simulation was done on a workstation with the 2.0 GHz 64bit dual core processor; 2Gbyte RAM; minimum heap size of JVM being 2Mbytes and maximum heap size being 5Mbytes.

- **Purpose:** Comparing a Non-Blocking I/O Model using NIO with One Thread per One Connection Mode
  1. Objective: minor and full garbage collection measurement.
  2. Use between 10 and 50 clients, each sends the same message (12 bytes) to the server 30 times every 0.3 sec.
  3. Each client repeats connecting to the server and sending the message 10 times.
  4. For the one thread per one connection model: server creates 500 threads for 50 clients; non-blocking server creates one thread to receive and send the message.

- **Result**
  From Fig. 5, using a NIO server model is more useful in reducing the frequency of garbage collection (GC) than a thread per connection (TPC) model.
- **Purpose:** *Impact of Using Thread Pool to Reuse the Resources on Minor Garbage Collections*

1. **Assumption:** It is impossible to predict, due to the randomness of the game environment, the number of players to connect, play the game, finish their session simultaneously, and their work load. Again we use a multi-threaded server with non-blocking I/O.
2. **Objective:** Using a thread pool, measure frequency of minor garbage collection.
3. **Establish 100 clients sending 100 messages (12 bytes each), all receiving the same message from the server.
4. **Upon receipt of message from the game clients, server creates and deletes the 10,000 dummy messages (12 bytes of each) before sending the message the server received. Dummy messages are the garbage to be collected.

- **Result**

We see an increase in the number of the minor garbage collections when increasing the number of threads in the thread pool. This is shown in Fig. 6. In Fig. 7, we show the response time for clients to receive the same message (12 bytes from the server) and to finish their connections. We expected the response time would decrease while increasing the number of threads in the thread pool. We could only get partial results after three threads since the processor could handle all of the messages with only two threads in the pool.

- **Purpose:** *Experiment to Measure Use of Outgoing Event Queue*

With the conventional broadcasting approach, the game server sends all updated game world information to all game participants. With the multicasting approach for selected clients, the game server sends the updated information to selected clients which are located within the spatial domain, and selected by interaction with the event protocols.

1. **Assumptions:**
   1) The game client must generate similar game events to the actual multiplayer real-time game like Quake 3 [8] where the most frequent event is a ‘movement’.
   2) We must implement the game client with more demanding conditions since we were able to only experiment using the multicasting approach with a small number of clients. The events, generated more frequently than actual user play, are randomly generated with 300 ms time interval by NPCs.
   3) We use only fixed length packets for each event to simplify monitoring of the outgoing event queue. We do not generate a ‘chat’ event to interact with other players because it might not be a fixed length packet.
   4) Game client and server communicate with each other using UDP with the deadline which can be assigned by the game server using the STU clock.
   5) To monitor the outgoing event queue, we use the fixed size of a byte buffer whose capacity is 2048 Mbytes.
2. **Objective:** Compare results with two versions for a message transmission approach: the conventional broadcasting approach and our proposed multicast approach using the spatial domain.
3. **We installed the client application with an NPC on five different Java Virtual Machines using default options to execute JAVA applications with 5 Mbytes of maximum heap size. Each game client sends ‘connection’, ‘disconnection’, ‘movement’ ‘attack’, events to the game server with a variable but mean 300 ms interval. Each client is spawned at the same location when the game is started.
4. One game server maintains the STU clock with a 30 ms interval, and there are ten available threads in the thread pool. The STU clock thread has the highest priority to periodically generate the clock signal.

- **Result 1:**
  In the case of the conventional broadcasting approach, since the server must broadcast all updated information of the game world to all connected game clients, the outgoing network buffer experiences a larger amount of use than the outgoing event queue as shown in Fig. 8. We have an average use of the outgoing event queue of approximately 440 bytes per 30 ms which is the interval of one STU.

  ![Fig. 8. Using conventional broadcasting method: average use of outgoing event queue is approximately 440 bytes/STU](image)

- **Result 2:**
  From the experiment using our multicasting approach the game server uses the outgoing event queue with a smaller amount of data being sent. In this case it is approximately 380 bytes per 30 ms. This is shown in Fig. 9. We can save about 24% of the usage of an outgoing event queue. In other words, we can build a more scalable server system, if the server uses the multicasting method using our spatial domain approach.

  ![Fig. 9. Using new spatial domain approach: average use of outgoing event queue is approximately 380 bytes/STU](image)

V. CONCLUSIONS

We proposed an architecture for a multiplayer real-time game server based upon the JAVA framework, where a multiplayer real-time game includes various task events that are periodic and sporadic. To perform scheduling, we needed to assign various priorities to the tasks. Basically, tasks from clients and sporadic tasks have lower priorities to avoid the case of congested game processing. We proposed a non-blocking I/O solution using a Thread Pool which we have shown to be better than the conventional client/server model in reducing the frequency of garbage collection. To show the change in garbage collection, we implemented two server programs with the conventional one thread per one connection and the NIO scheme.

The **STU segment approach** allows the sporadic events from game clients to be converted into a group of periodic events that can be scheduled using conventional scheduling algorithms such as EDF or LLF, and this allows grouping of events with similar deadlines. Each STU segment has a fixed capacity to store event handlers. Since computation time for each event handler can be determined, the STU segment queue management module knows whether a pertinent STU segment is already full or not. As a future work, we are considering a new approach which enables the multiple STU segment queues to add a new event into appropriate queue among the STU segment queues having different priority levels.

We proposed a **spatial domain approach** to reduce the network latency which might be a serious obstacle in sending a real-time event within a specified deadline. Our spatial domain approach avoids the broadcast method: the game servers sends all updated messages to the game participant community. The spatial domain approach enables that the game server to select a group of destination game clients. From the experiment, our new approach reduces by a factor of about 24%, the usage of the outgoing event queue where game events are generated by a NPC behaving like an actual game player.
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